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Abstract
Low-cost air quality monitors are increasingly being 600 |8) Raw data
deployed in various indoor environments. However, data £ 550
of high temporal resolution from those sensors are often % 500
summarized into a single mean value, with information 8 450
about pollutant dynamics discarded. Further, low-cost 400
sensors often suffer from limitations such as a lack of T2 1193 1194 15 1116 11517 1118 11191120
absolute accuracy and drift over time. There is a growing . .
. . e . . . 600, b) Elevation detection Non-elevated
interest in utilizing data science and machine learning
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techniques to overcome those limitations and take full s ——- Baseline
advantage of low-cost sensors. In this study, we developed 5500
an unsupervised machine learning model for © 450
automatically  recognizing decay periods from 400778 Aerm iR el
concentration time series data and estimating pollutant 12 113 1 eI 116 7 118 1119 1120
loss rates. The model uses k-means and DBSCAN 600 C) Decay Extraction e Decay
clustering to extract decays and then mass balance E 550 e Emission
equations to estimate loss rates. Applications on data ‘%500 F
collected from various environments suggest that the CO; 8 450 h ; r?‘ rﬁ A A!‘
loss rate was consistently lower than the PM, 5 loss rate in sooleld V] o mad NS M) v M (Aci
the same environrnent, while both varied spatially and 11-12 11_1-:; 11_14 11-15 1116 11-17 11-18 11-19 11-20
temporally. Further, detailed protocols were established to 480/d) Decay Grouping 20211112
select optimal model hyperparameters and filter out results 460 [I
with high uncertainty. Overall, this model provides a § 240
novel solution to monitoring pollutant removal rates with S
potentially wide applications such as evaluating filtration © 420
and ventilation and characterizing indoor emission R i oo

sources. -
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Highlights o3 P
1. Automated semantic segmentation of indoor =02 /yf/,/’,/,/'
concentration time series data. LES:; T A=1.04/h, 2=0.62
2. Validated using control experiment and tested on S |
. L . £ 00 01 0.2 03 04
CO; and PM 1in various indoor environments. Time lapse (h)
3. Detailed protocols for optimizing model
performance and reducing uncertainties. Figure 1: An illustrative example of the key steps of the
4. Coupled with mass balance equations to estimate model based on CO, data collected from an office for
loss rates and potentially source strengths. nine days. Data in Figure S1.d) are extracted from the
) red box in Sl.c), and data in Figure S1.e) are further
Support provided by: extracted from the red box in S1.d).
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